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For both human and artificial agents, natural language represents an effective tool for communica-
tion and for reasoning rationally about the world. My research centers around this view of natural
language and has three interconnected central goals:

1. Enabling humans to interact with digital agents via language.
2. Examining the way people use language to communicate with each other.
3. Leveraging language to improve agents’ performance and efficiency.

There are two main themes which link these goals. The first involves interaction, execution,
and grounding; this direction focuses on extracting structure from language as well as reasoning
about and grounding that structure [1, 2, 3, 4, 5, 6, 7]. The second entails building an account
of implicit phenomena inherent in natural language, such as ambiguity and vagueness [1, 2, 8,
9]. These phenomena are key to understanding language and acting intelligently but often pose a
challenge for current systems, in part because they are not overtly expressed.

Consider asking a digital assistant to “create meeting at noon tomorrow”. The assistant might
transform this utterance into a structured set of actions it can take in its domain (e.g. CreateEvent
or SetTime); this structure needs to be bound to the environment (i.e. grounded) and executed.
However, the language that people use with each other is not always so clear-cut. In conversation
we rely on others’ abilities to make inferences about implicit information. For example, we might
assume our interlocutor can infer that “let’s meet around noon” expresses an implicit preference
for 12:00 (though 12:15 would be acceptable) or that “let’s have lunch on tuesday” when uttered
on a Monday might require a follow-up question (e.g. “tomorrow or next week?”). Handling such
commonplace phenomena would allow us to communicate with digital agents more naturally while
also revealing ways in which we might challenge and improve them.

Theme I: Interaction, Execution, and Grounding
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Figure 1: Predicting UDS graphs in-
volves both structural semantic parsing
and making implicit commonsense in-
ferences (e.g. that the event “caught”
likely did happen).

Parsing text into abstract structures of meaning is key
to interacting with digital agents, communicating in-
tent, executing commands, and reasoning, as well as
to linguistic analysis. My work in this domain largely
centers on parsing text into graph-based meaning rep-
resentations, primarily using the transductive parsing
paradigm [10], which recasts parsing as a sequence-to-
graph problem. The resulting graphs can be efficiently
processed using standard algorithms while remaining
human-interpretable. When the graph is an abstract syn-
tax tree or execution graph (e.g. [11, 4]) it can also be ex-
ecuted. Non-executable meaning representations, on the
other hand, encode relevant linguistic properties which
can be queried or used downstream.

Descriptive Semantic Parsing Descriptive parsing
aims to transform text into a structured representation
describing relevant aspects of its meaning. Among the ex-

tant descriptive parsing formalisms, I have focused on Universal Decompositional Semantics (UDS)
[12], a formalism which pairs/ a sentence with a Universal Dependencies (UD) syntactic parse, a
semantic graph encoding its predicate-argument relations, and fine-grained, crowdsourced, scalar
annotations over a variety of properties, from factuality (how likely it is that an event happened)
to semantic proto-roles [13] such as volition, awareness, and change of state (see Fig. 1).



Elias Stengel-Eskin Research Statement

My work on UDS has been largely motivated by its utility in creating fine-grain descriptions
of natural language: I have used UDS attributes associated with grammatical agents and patients
to analyze the handling of subject and object control clauses in large pre-trained models [14], and
in an ongoing study building on my work on ambiguous questions [9], where we are using UDS to
analyze the factors making some “why” questions in English ambiguous.

I introduced the first-ever model to jointly predict a structured UDS graph and all of its at-
tributes [1]. Parsing UDS graphs involves a unique multi-task challenge, as the model must predict
a discrete and structured semantic graph as well as a set of over 50 distinct continuous attributes. In
follow-up work [2], I also explored the role of the syntactic parse, developing an end-to-end model
for simultaneously performing UD parsing, UDS graph parsing, and UDS attribute prediction,
obtaining state-of-the-art results in UD and UDS, and testing for multilingual semantic transfer
across 8 languages. Unlike previous work in joint syntactic-semantic parsing [15, 16], we were able
to show bidirectional benefits between syntax and semantics. Additionally, we were among the first
to introduce the popular Transformer neural architecture [17] – which has contributed to many of
the recent successes in NLP and AI – to transductive parsing, where the relatively small sizes of
semantic parsing datasets like UDS demanded model design and optimization changes.

Executable Semantic Parsing A long-standing goal in Artificial Intelligence (AI) is to trans-
form text into an executable symbolic program [18, 19, 20]. This facilitates using language for
instructing a digital agent as one would a person, and has become increasingly prevalent in the
form of digital assistants (e.g. Siri, Alexa, Cortana, etc.) as well as in program synthesis tasks [21].
Furthermore, agents powered by pipelines of models often use executable domain-specific languages
(DSLs) for communicating between elements in the pipeline; language- or code-like DSLs allow for
interpretable communication and stand to benefit from large-scale unlabeled pre-training resources.

While executable parsing has seen remarkable advances, it is still brittle, especially to non-
prototypical language; improvements in performance and robustness will broaden the domain in
which it can be used. UDS parsing has proven useful for this sort of improvement: many of the
methods we developed and refined for UDS transfer well to executable parsing. I have successfully
modified UDS models for predicting programs for a neurosymbolic question-answering model [5]
and for tackling the SMCalFlow benchmark [11, 4, 7]. SMCalFlow is a task-oriented parsing dataset
mapping natural language commands to executable programs within Microsoft Outlook’s calendar
(cf. Fig. 2). It forms the basis for a digital assistant deployed to hundreds of millions of users. With
minimal changes to a UDS model, we obtained state-of-the-art results in SMCalFlow. In ongoing
work, we are examining how our model’s confidence can help balance safety and usability [7].
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Figure 2: An SMCalFlow program for
a user utterance, containing an exe-
cutable structure that can be grounded
to referents and executed in a calendar.

Grounding A program’s symbols must eventually be
bound to referents in an environment in order to execute;
for example, in Fig. 2 the function FindManager must
return a valid pointer to a person in a database. Such
grounding is key to any intelligent system, both for act-
ing in the world and for learning world representations
that are compatible with ours [22, 23, 24, 25] – a system
that learns from massive amounts of ungrounded text is
unlikely to represent the world the way a human (who
learns from social and embodied interactions, etc.) does.
I have been involved in grounding language to images [5,
6] and action [3]. Building on the expertise I acquired by

implementing a custom Transformer architecture for UDS parsing [2], I developed a Transformer-
based model for guiding a robot arm in a multi-step block manipulation task, trained on small
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amounts of raw image and text input [3]. In addition to achieving high performance – especially
on compositional reasoning – and allowing for the re-use of pre-trained manipulation policies, the
model represented one of the first uses of joint vision-and-language Transformers operating on text
tokens and image patches (now a standard method), and was novel in the manipulation domain.
Our method was able to handle both real and simulated images combined with templatic language
(e.g. “stack the red block on the blue block”) and natural language from human annotators [26].

Theme II: Implicit Phenomena

The structured and discrete nature of semantic parses – which makes them well-suited for repre-
senting an utterance’s logical content – also contributes to their rigidity and brittleness when faced
with more scalar or implicit inferences. Much of what we communicate in language transcends
what is said; this kind of implicit information, which rarely respects clear-cut boundaries, includes
underspecification, ambiguity, vagueness, and commonsense.

Semantic Inferences and Commonsense In past work on UDS [1, 2] I have not only modeled
discrete graph structures but also UDS attributes. These attributes represent flexible semantic
inferences which are non-categorical in nature. For example, UDS attributes encode the fact that
the event “left” is more likely to have happened in “Jan knew that Chris left” than “Jan thought
that Chris left”, or that “Dana broke the wishbone” indicates more volition than does “Dana broke
her leg”. These judgments are generally agreed upon by English speakers, despite being difficult to
represent discretely. I have also explored commonsense inferences in a grounded setting; in [6] we
probed models for commonsense inferences along a variety of visual attributes, including size (e.g.
that an elephant is larger than a baseball) and color (e.g. that bananas are typically yellow but can
be green). These inferences are subject to reporting bias [23]: the tendency for text to under- and
over-report events. For example, bananas being yellow is under-reported, while plane crashes are
over-reported. Using the dataset we introduced, we found that models trained on text alone were
subject to more reporting bias than those trained on images and text. Our dataset and analysis
have influenced lines of follow-up work on visual probing [27] and reporting bias [28, 29, 30].
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Figure 3: Vague predicates yield
graded judgements in people but not
in a common VQA model [8, 31]

Vagueness and Ambiguity Despite their nuance, com-
monsense inferences can often be coerced into a categorical
format – given a forced binary choice, speakers generally
agree on whether Dana in the above examples is volitional
or not. However, for vague and ambiguous inputs, this is
not the case; by definition, these phenomena defy a single
categorical account. In [8] we explored vagueness in Visual
Question Answering (VQA). We found that while people
apply predicates like “is sunny” in a graded and continu-
ous fashion (i.e. some skies are very sunny, some clearly
cloudy, and some are in-between), models tend to give an
all-or-nothing interpretation: 100% sunny or 100% cloudy
(cf. Fig. 3). In VQA, questions can not only be vague
but also ambiguous, simultaneously admitting several dis-
tinct interpretations. To explore this, we introduced a VQA
dataset of ambiguous questions. Each question has multiple
answers, which are grouped by the underlying question they address [9]. For example, answers to
a question like “What kind of flower is this?” might be regrouped into species answers (e.g. “lily”,
“daisy”) and those corresponding to a color (e.g. “white”, “yellow”). The question is rewritten for
each group (e.g. “What species of flower is this?”). We then developed a question-disambiguation
model able to recover implicit answer groups without supervision.
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Future Work

Building on my past work [8, 14, 9], a core theme of my future research in interaction, execution,
and grounding as well as in implicit phenomena is documenting and utilizing the “long tail”
of natural language phenomena. Many NLP systems now work well on commonly-seen inputs.
While frequent, these inputs represent a minority of the types of language phenomena. Despite re-
cent progress, models often perform poorly on phenomena in the “tail” of the language distribution
(i.e. the diverse majority of infrequently-seen types) which people grasp easily. Accounting for these
non-prototypical phenomena is key to building robust natural language technology and revealing
linguistic insights. I aim to explore the intersection of these phenomena and models, focusing on
the models’ representations and failure modes and using the rich body of linguistics and cognitive
science research to guide model evaluation and development. Dovetailing with my work in multi-
lingual parsing and cross-lingual word alignment [2, 32], my research will extend beyond English,
as each language offers unique opportunities which are currently dramatically under-explored.

Working with various parsing formalisms [1, 2, 4] has drawn my attention to the challenges
of designing abstract and structured meaning representations. In future work, I will explore how
we can use the natural language’s abstract nature to infer domain-general representations
from data. Conversely, I also plan to examine how we can use existing structures to illustrate key
differences between representations of the world learned from varying data sources. For example, an
article and its corresponding video report might vary in their level of detail, focus, and style while
expressing the same content; how can we characterize and quantify these differences? Broadening
the scope of our past work on reporting bias [6], my research will address data epistemology:
determining how factors of the input data contribute to the model’s representations. I am especially
keen to use meaning representations for describing the variation between models trained on different
input modalities. Insights from this line of work could shed light on how meaning is represented in
models, how that aligns with our concept space, and which differences lead to breakdowns.

Discrete, structured abstractions are key to interpretability and trust, a second major theme
I plan to address in the future. In my past and ongoing work, I have built models for predicting
interpretable meaning representations [1, 2, 5, 4, 7] and tackled some of the challenges of implicit
phenomena like ambiguity and vagueness [8, 9]. My future work will combine these lines of research
by exploring how agents can use structure for reasoning under the uncertainty induced by
implicit language. Although implicit phenomena deal with things left unsaid, humans are able to
reason about them and largely succeed in communication. I aim to explore the social, pragmatic,
and psychological processes underlying reasoning about implicit concepts, and how we can better
represent these processes in our agents and formalisms. I am especially keen to continue examining
vagueness and ambiguity in interactive and grounded settings, as these have additional safety
implications. Particularly in physical settings [3], where actions are often irreversible (e.g. robotic
manipulation), a failure to correctly understand an interlocutor before acting can have disastrous
consequences. This direction merges executable meaning representations, which will be central to
acting on language instructions, with the ambiguity and vagueness endemic to natural language.

My work on implicit language has led to an ongoing line of research focused on information-
seeking agents. Natural language comes “naturally” to us in part due to cognitive, experiential,
and social commonalities allowing us to fill knowledge gaps. When we fail to fill these gaps, we
rely on information-seeking behaviors. Acquiring information by asking questions is key to filling
the gaps resulting from implicit language as well as to augmenting AI agents’ reasoning capacity
and facilitating human-AI coordination. To this end, in an ongoing collaboration with colleagues
from Microsoft Research, I am examining the characteristics of questions and developing methods
for augmenting agents with question-asking abilities.
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